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A. Project Title and Summary

A.1. Project Title

Semantic Vector Representations of Sentences

A.2. Summary

The research will investigate methods for the production and utilization of vector representa-
tions for natural language sentences while preserving meaning. Algorithms producing vector
embeddings of sentences and longer documents currently exist, however the field is still devel-
oping. Existing methods have not been shown to sufficiently preserve meaning in the vector
representation. There has also only been limited investigation into reversing the projection and
resynthesize text from the embedding space. The aims of this project are thus:

• Develop methods for producing semantically consistent vector representations of sentences.
This includes evaluating and extending existing methods, and developing new ones.

• Develop methods for resynthesizing text from such vector embeddings. These may be in
the form of an extension of current methods, if they meet the previous aim, or developing
new algorithms with the capacity inherent.

• Utilize algorithms in the vector space, to carry out tasks in the natural language domain.

B. Research Project

B.1. Background

Since their introduction in the work of Bengio et. al. [1], word-embeddings have revolution-
ized Natural Language Processing (NLP). A word embedding is the conversion of a word, into
multidimentional vector. This has several applications and is used to achieve the state of the
art solutions to many NLP problems. More recently sentence embeddings have attracted some
attention. Sentence Embeddings have also produced state of the art results in their application
area. This project aims to create semantically consistent sentence embeddings suitable for using
in Natural Language Understanding and Generation (NLU and NLG).
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The room was clean.
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Figure B.1: Work-flow for how embeddings may be used to perform abstractive summarization.
Sentences (in this case hotel reviews), are embedded into the vector space (shown
in 2 dimensions, in actuality 50–300 dimensions) where spatial methods are used to
cluster commonly occurring meanings, and to disregard outliers. In the Resynthesize
step, new sentences are generated which surmise the meaning of each cluster.

NLP is a key area for modern development. Vast amount of information exists written, or
spoken, in natural languages such as English and Chinese, NLP is concerned with processing this
information. As the amount of information constantly grows, so too does the need to automate
its processing. By embedding sentences into a vector space, spatial methods and intuitions can
be applied to these processing problems. NLU is the subfield of NLP concerned with creating
software which can (to some extent) comprehend the meaning of natural language input. NLG is
the parallel field concerned with using software to produce natural language output. Embedding
and resynthesizing sentences into and from the vector spaces can be applied to NLU and NLG
problems respectively. This combination provides a more flexible approach to a wide variety of
current NLP task.
Full cycle vector embeddings of sentences would be able to accomplish many tasks which

currently require manual intervention. An example how they can be used for abstractive sum-
marization is shown in Figure B.1. Other tasks which could be performed similarly include:
paraphrase generation, machine translation and creating descriptions from images. However,
currently only limited progress has been made towards the resynthesis step. With just the
embedding step, very high quality results have been accomplished in the corresponding tasks:
Extractive summarization [2, 3], paraphrase detection [4], similarity measurement for machine
translation purposes [5], and identifying images based on description [6]. This project proposes
to allow the extension of the methods used for these simple tasks, to complete the former more
complex tasks described.

B.1.1. Problem Statement

Word Embeddings are reversible – it is possible to convert back from a embedding vector to the
most similar word. This reversibility is essential for many applications. Often the reversibility is
achieved via a nearest neighbor search of the embeddings for the whole vocabulary, this cannot
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Year Author Method Performance

2011 Socher et. al. [11]
RvNN

F1: 90.29%
2013 Socher et. al.[12] Acc: 85.0%

2013 Socher et. al.[12] SU RvNN Acc: 90.4%

Table 1: The application of RvNN descended technologies to parsing. In all cases the Test and
Training data was the Wall Street Journal Sections of the Penn Treebank.

be done for sentence vectors as the vocabulary of sentences is far too large. Thus current
methods for phrase embeddings are not so trivially reversible. Arbitrary phrase vectors cannot
be converted into a natural language sentences. A key requirement for being able to synthesize a
sentence from a sentence vector is for the vectors to be semantically consistent in the first place.
Recent results have indicated that current methods may not be sufficiently consistent in their
mapping from meaning to position to meet these requirements. This proposal is to devise new
methods which are, and to use them for bidirectional conversion between vectors and sentences.

Research Question How can the meaning of a sentence be represented as a vector; such that
a vector can be resynthesised into a synonymous sentence?

Significance The production of such reversible embeddings will enhance current NLP tech-
niques to allow for whole sentences to be handled as vectors, with applications to many tasks
(as discussed above). Further as other methods for solving word embedding problems – such
as short phrase embeddings, and word-sense embeddings – are developed, the extension to the
reversible phrase embedding methods proposed here will be obvious and beneficial – as the
proposed methods build upon the existing word embedding technologies.

B.2. Literature Review

Figure B.2 provides a rough outline of the development of the array of methods used for gen-
erating embeddings for natural language processing. In the following sections the methods are
broken down by application, then by type.

B.2.1. Parsing: RvNN

Recursive Neural Networks While parsing is a syntactic task, rather than the semantic one
this proposal is concerned with, it was the first task to which the Recursive Network (RvNN)
was applied to. Table 1 shows the performance of the methods. The RvNN was not the first
neural network to be used for NLP, however it was the first to be used with full sentences.
The RvNN generalizes the reuse of the output as an input, which is present in the Recurrent
Neural Network (RNN) to be performed over a tree of inputs, with each layer merging into the
next. The lowest level inputs are word vectors, which are stored in a look up table keyed from
the word, and trained during network training. They can be initialized randomly or use word
embeddings from another model.
In the case of the RvNN being used for parsing, the work of [11] describes a greedy method

by which selecting the correct tree can be used as a neural network training criterion. In the
Syntactically Untied RvNN (SU RvNN) [12], rather than reusing a single weight matrix for
all merges a different weight matrix is used depending upon the the suggested class of the
constituents (e.g. Noun Phrase vs Verb Phrase), thus giving the model more power to represent
the differing relationships.
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Figure B.2: The “Family Tree” NLP neural networks. The abbreviations are expanded upon in
the text in section B.2 (see bold markings)
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Year Author Method Data Performance

2011 Socher et. al.[9] RAE
Movie

Reviews[25]
Acc: 77.7%

Opinions[26] Acc: 86.4%

2013 Socher et. al. [17] RvNTN
Sentiment
Treebank

Acc: 87.6%
2014 Kalchbrenner et. al.[19] DCNN Acc: 86.8%
2014

Le and Mikolov[23]
PV-DBOW
+ PV-DM

Acc: 87.8%
2014 IMDB Dataset Acc: 92.6%

2015 Zhang and LeCun[22] CNN Amazon
Reviews

Acc: 95.1%

Table 2: The application of various model to the Polarity Sentiment Analysis task. For this task
a correct result is limited to determining if the statement is negative or positive.

Year Author Method Data Performance

2012 Socher et. al.[13] MV RvNN Movie Reviews[25] Acc: 79.0%

2013 Socher et. al. [17] RvNTN
Sentiment
Treebank

Acc: 80.7%
2014 Kalchbrenner et. al.[19] DCNN Acc: 48.5%
2014 Le and Mikolov[23] PV-DBOW

+ PV-DM
Acc: 48.7%

2015 Zhang and LeCun[22] CNN Amazon
Reviews

Acc:
59.57%

Table 3: The application of various model to the Exact Rating Sentiment Analysis task. For this
task a correct result is determining the exact rating the reviewer gave accompanying
the review statement.

The Matrix Vector RvNN (MV RvNN) also extends the RvNN to give better capacity for
representing relationships [13]. In this model rather than each embedding just being a vector,
each is a vector paired with a matrix, where the matrix is used to transform the other vector
during the merge step. Thus every word is a relation.
The Recursive Neural Tensor Network (RvNTN) [17] takes the approach of the RvNN and

applies it to the Neural Tensor Network (NTN) [16]. Once again the goal is to increase the
capacity of the model to encode relationships. But rather than having many, many matrices a
single tensor (higher order matrix) is used.
The Dependency Tree RvNN (DT RvNN) [6], used a dependency tree rather than a con-

sistency tree as was used in the original RvNN. It is believed that the dependency tree is more
invariant to syntactic changes. The Semantic variant of the DT RvNN uses the dependency
matrix, rather than the positional matrix from the parsing operation to encode the relationship
of the a node to its many children [6]. The Dependency Tree Recursive Autoencoder (DT RAE)
is the the corresponding autoencoder for a dependency tree [15] (See section B.2.2).

B.2.2. Sentiment Analysis

Sentiment Analysis is the most commonly used technique to evaluate sentence embeddings to-
day. Results for the basic Polarity classification task are shown in Table 2, and for the more
challenging Exact Sentiment Analysis in Table 3.
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Recursive Autoencoders The Recursive Autoencoder (RAE) is the application of an RvNN
to autoencoding [9]. This is an unsupervised task where the model must learn to reconstruct its
input. It is valuable as it lets the model learn structures from the very large amounts of unlabeled
data. In the original RAE definition given in [9] the task was to minimize the reconstruction
error for all merges. The Unfolding Recursive Autoencoder (URAE) extends this by allowing
the use of minimizing the reconstruction error at the word level only to be used as the loss
function – which is the only error that truly matters.
The Bilingual Recursive Autoencoder (BRAE), is formed by creating two URAEs for differ-

ent languages, then linking their central embedding layer to provide an additional supervised
criterion of sentenced with the same meaning in the two networks having the same position in the
vector space. Thus creating a common space between the languages allowing the measurement
of how similar statements are.
While these autoencoders sound like they are usable for resynthesis, they are unfortunately

not. During the reconstruction of all models discussed, they need to be provided with the tree
structure of the output. If the tree structure of the output is not known – e.g. if the vector was
generated as the centroid of a cluster, as is shown in Figure B.1 then the RAE derived methods
cannot be used to construct a sentence. Using a DT RAE, [15] does show proof of concept for
using arbitrary trees for reconstruction, though no quantitative evaluation was carried out, nor
was any method provided for choosing the optimal tree. In this demonstration the trees were
provider by the authors, or chosen randomly.

Paragraph Vector Models The work of Le and Mikolov [23] presents two new Paragraph
Vector models. The name may be misleading, they are applicable to sequences of words of any
length, including sentences. Both models are extensions of worded embedding models, which are
themselves extensions of the original word embedding paper [1] on Neural Probabilistic Language
Models (NP LM).
The NP LM is a model tasked with predicting the next word given the previous words. It

looks at a fixed length window of words at a time. Like in the RvNN family, the inputs to
the neural network are looked-up vectors; randomly initialized, then trained. The substantial
difference is rather than using an advanced network topology to consider all inputs at once, it
just uses a sliding window, considering only a fixed number of words.
The Continuous Bag of Words (CBOW) is an optimized form of the NP LM, using techniques

like hierarchical soft-max [27], and averaging rather than concatenating the inputs within the
window. The Distributed Memory Paragraph Vector (PV DM) [23], extends on this and the
NP LM, by giving an additional input to all the windows in the same sentence/paragraph, the
“paragraph vector”. This input will thus encode key information to differentiate this window of
a sentence from windows with the same words in different sentences.
The Skip-gram word embedding model extends the NP LM, by instead tasking a single word

vector and tasking the network to output its adjacent words. The Distributed Bag of Words
Paragraph Vector (PV DBOW) method, modified the Skip-gram method to function with
paragraphs by replacing the word-vector inputs with paragraph vectors.

Convolutional Neural Networks The final family of neural networks for NLP reviewed here
are the Convolution Neural Networks (CNNs). CNNs use convolution and pooling layers to
force structure upon deep neural networks [20, 21]. They are most well known for achieving
unparalleled results on image recognition tasks. The work of [22] applies a CNN directly to
character data – unlike all other methods here it considers sentences not as strings of words but
as strings of characters. Max-Pooling is used to solve the problem of the inputs having different
lengths. The CNN provides impressive results – accomplishing NLP tasks with no real prior
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knowledge. However it does not create any directly reusable embeddings.
The Dynamic CNN (DCNN)[19], does work over word embeddings, combining them with a

Time Delay Neural Network (TD NN)[18]. The creators of the DCNN suggest that the network
is learning trees like the RvNN family within the CNN.

B.2.3. Scholars in the Field

• Dr Fei Liu, School of Computer Science, Carnegie Mellon University, USA.
Email: feiliu@cs.cmu.edu1

• A/Prof. Phil Blunsom, Department of Computer Science, University of Oxford. UK.
Email: phil.blunsom@cs.ox.ac.uk

• Dr Richard Socher, Computer Science Department, Stanford University, USA.
Email: richard@socher.org

• Dr Tomas Mikolov, Facebook AI Research, USA.
Email: tmikolov@fb.com

• Prof. Yann LeCun, Computer Science Department, New Your University, USA.
Email: yann@cs.nyu.edu

• Prof. Yoshua Bengio, Department of Computer Science and Operations Research, Canada.
Email: yoshua.bengio@umontreal.ca

B.2.4. Research Project Plan

The timeline for this project is broken up into sections, as shown in Figure B.3. Further de-
tails on the timeline cand be found in section §D.1, and in the Confirmation of Candidature
documentation attached.

Semantic Evaluation (Work Completed) Current methods for assessing the quality of repre-
sentations are not sufficient to ascertain whether they are sufficiently semantically consistent for
use in resynthesis. The predominant assessment method is to use as classifier feature-vector for
sentiment analysis. While sentiment analysis does have a semantic component, it is too loosely
grained to reveal if sentences with the same meaning are collocated in the vector space. Thus a
new method for direct semantic evaluation was created. To enable the checking of the semantic
localization, sentences from real world corpora were categorized into groups of paraphrases –
sentences with the same semantic meaning. The groups were stratified into testing and training
splits and a linear support vector machine was used to classify the sentences in their paraphrase
groups. The SVM was given embeddings from the PV DM, DBOW, URAE, and the mean of
Word Embeddings methods each in turn. Being able to correctly classify the sentences indicates
that the embeddings and meanings consistently align and do not overlap. Unexpectedly, the
mean of Word Embeddings performed substantially better than the more complex models. Fur-
ther research revealed a very recent result, [28], which had a similar result for the related sum
of Word Embeddings.

1Dr Fei Liu will be moving to the University of Central Florida in the very near future. Her contact details are
thus expected to change.
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Figure B.3: Research Project Plan: An overview of the research program proposed.

Sum Of Word Embeddings A sentence as the sum of its words is a neat, and unexpected
result. It bears investigation and development. Resynthesizing a sentence from such a sum is a
theoretically intractable problem, but with suitable approximations and heuristics this may be
feasible. The problem of working out which word embeddings add up to a particular vector is
equivalent to the subset sum problem which is proven NP-Complete. The second problem is the
loss of word order. Both may be solved through the use of heuristic methods from statistical
NLP: co-occurrence frequencies, and n-grams[29, Ch. 6]. The co-occurrence statistics can be
used to greedily prune the search space such that embedding for words that do not co-occur are
not considered as possible partial sums. The ngrams can be used to order the words, once the
unordered set is solved for. The problem would also require aggressive dimensionality reduction
to so as to reduce the practical exponent in the time-complexity. Preliminary results have shown
that it is viable to preform substantial dimensionality reduction on word embeddings, without
correspondent loss of information. For identical reasons it is desired to restrict the vocabulary
– for example only using the 1000 most common English words. Given these constraints and
heuristics, it should be feasible to tackle this problem using dynamic programming s[30], or
ant-colony optimization [31].
Other investigations to be co-occurring with the development of resynthesis, would be extend-

ing word embeddings to use the syntactic parts of speech labels. Current word embeddings are
based on only the words – that means that there is one embedding for bank as in to “bank a
plane”, as for bank as in “the bank of a river”. Using current systems it is possible to reliably
tag parts of speech, which will allow the separation of such homonyms. However it does not
completely solve the problem: a financial bank” and a river bank are both nouns. A complete
solution would be to require word sense disambiguation.
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Currently, the best word sense disambiguation algorithms barely perform above always choos-
ing the most common word sense [32, 33, 34]. This is worse than assigning a combined embedding
for all uses.
Further possible improvements to be investigated include using neural probabilistic ngrams

and co-occurrences as was done in [1]. These could be co-trained with the word vectors. This
may allow for a more optimal representation of both, thus decreasing information loss in dimen-
sionality reduction; or the opposite effect may be observed and the co-adaptation may cause
loss of capacity for generalization outside of the training data. Thus investigation and further
research is required.

Semi-supervised Semantic Constraints Drawing on the semantic requirements determined
in the Semantic Evaluation subproject, in this section it is proposed to optimize for those
constraints directly. That is, forcing the embeddings to be collocated with other embeddings
for sentences of the same meaning. As in the BRAE, two URAEs will be connected at the
central merge, and an error signal created based on the difference in position of two sentences
which are deemed semantically equivalent. Unlike in the BRAE, both URAEs will be for the
same language (nominally English), and will in fact be the same URAE but with different
inputs. These inputs will be semantically equivalent or semantically opposing. These will come
from existing paraphrase corpora (Eg [35], supplemented with artificially derived positive and
negative cases. The supervised error signal from the difference in position will supplement the
unsupervised reconstruction error signal, thus forming a semisupervised model.
In preparing this model several other techniques will also be brought to bear. The enhanced

parts-of-speech word vectors developed in the previous section may be used. Also, rather than
the traditional constituency tree URAE, a DT RAE as in the work of [14] may be used. Through
these methods semantically consistent recursive embeddings will be created.

Tree Search Given semantically consistent embeddings from a compositional model like an
RAE, reconstructing a corresponding sentence is a matter of finding the right tree to decompose
it into. As discussed in the literature review, the work of [14] shows a proof of concept for this
task, however they do not propose an algorithm for selecting the tree, just how it can be done
if the tree is given. A method for selecting the tree will be developed in this subproject. A
starting point would be the naive requirement of selecting the tree for which the leaf-nodes are
closest to existing word embeddings. Such an implementation would require some cut-offs to
avoid searching the infinite space of all possible trees. The issues are not dissimilar to those
encountered when reconstructing from Sum of Word Embeddings, thus some techniques may be
transferable.

Higher Order Models The preceding subprojects have been based around traditional neural
networks, albeit with nontraditional topologies. In this subproject it is proposed to tackle the
same problems using higher order models, which can encode more complex relationships. The
MV-RvNN [13], NTN [16] and the RvNTN [17] are three such models. To the candidate’s
knowledge, none have been applied as an autoencoder. Other models such as the Deep Tensor
Neural Network (DTNN) [36] and Tensor Deep Stacking Network (T-DSN) [37] have been
successfully applied to to speech recognition tasks, though not yet to the related NLP tasks. In
this subproject such models will be investigated.
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C. Research Project Details

Confidential/Sensitive Information: project does not involve the collection of confidential or
sensitive information.

Intellectual Property Information: The are no current intellectual property agreements relating
to this research. There are no plans to commercialize the products of this research during
the duration of the candidature.

Fieldwork: This project does not involve fieldwork.

Facilities: Additional computational resources are required and have been acquired for the
project. For purposes of experimentation and development of the algorithms distributed
computing methods are used. The estimated requirements are 32 CPU-Cores and at least
2Gb RAM per core. Further more. the computers need to be collocated on a high speed
network. A successful application has been made to NeCTAR for this allocation. The
allocation will need to be renewed on the 31st of December 2015.

Statistical Component: are no advanced statistical analysis required for this project, beyond
the consideration and design of the algorithms developed as statistical analysis tools them-
selves.

Research Project Communication: The outputs of the project will be communicated by pub-
lication in journals and conferences. As is conventional within this area, research will
be primarily communicated largely though conference papers. The intent is to publish
one conference paper in the first year, two in the second (targeting the same conference),
and one in the third. As judged appropriate based on the research in question, one or
more of these conference papers will be extended into journal articles. Other work will be
published as journal articles without correspondent conference paper, as venue scheduling
determines. The thesis shall be presented as this series of conference and journal papers,
with additional introductory and concluding chapters.

Approvals: This project does not require any approvals. It has been investigated if the in-
tended research publications require Defense Export Control Office (DECO) approval for
publications. DECO approval is not required for publication. This may change in future
years.

Data Management: Any new and derived data sets will be placed in the existing UWA Insti-
tutional Research Data Store (IRDS). Where licensing permits they will also be publicly
published though the candidate’s website. The focus of this course of study is to create new
methods of processing data rather than new data. The methods for processing data will
be version controlled via private Github, with intent to open source them at the pertinent
times.
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Skills Audit: A skills audit for the skills required in this project is shown in the table which
follows.

Professional and

Research Skills

Rating
Evidence Plan for Acquisition

N
on

e

B
as
ic

C
om

p
et
en
t

P
ro
fi
ci
en
t

Understanding and

application of data

collection and

analysis methods

C Completion of Honours project, which

involved collection of large amounts

of data, and its analysis.

Not Required

Identifying and

accessing appropriate

bibliographic

resources

C Annotated bibliography maintained.

Completed Honours project.

Completed UWA Library“Keeping Up

to Date”workshop

Not Required

Understanding of

mathematics required

for this area

(Probability, Linear

Algebra)

C Completed Pure Mathematics Major,

as part of BCM

Not Required.

Use of programming

languages for this

area (Matlab,

Python, Julia)

P Completed Computation Major, as
part of BCM

Experience as professional software

developer

Not Required

Use of signal

processing techniques

C Completed Electrical and Electronic

Program as part of BE

Not Required

Use of Distributed

Computing Resources

C Completed Developer Training at

Pawsey Super Computer Center.

Not Required

Conventions of

academic writing

B Completion of Honours. However,

this took intensive editing.

Attend GRS Writing

Workshops

Self discipline and

motivation

C Have worked at lower paying, much

less enjoyable jobs to get to university.

Not Required

Time and project

management

C Completion of Honours. Completion

of heavily project assessed Computer

Science and Engineering Majors.

Including 4 project management units.

Not Required

Awareness of issues

relating to

intellectual rights

C Attended Graduate Research School
Induction Session on Scholarly Ethics.

Read the UWA Code of Ethics.

Not Required

Ability to defend

research outcomes at

presentations

C Have presented my Honours at school

symposium. Have presented school

seminar.

Not Required

C.1. Research Project Plan

The research project plan can be found in Gantt Chart shown in Figure B.3 on page 8.
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D. Research Training

D.1. Research Training Plan

The timeline for this research program is spread over 3 years, to inline with the candidate’s
Australia Post Graduate Award (APA) duration. If particular difficulties arise, the APA can
have a 6 month extension, this also is indicated in the timeline below, to allow for adjustment
to be scaled. Failure to complete before the termination of the funding will result in severe
difficulties to the candidate’s living circumstance and will likely result in non-completion.
This timeline below should align with the Candidature Tasks, on the cover-sheet, and the

Research Project Plan in Figure B.3 on page 8.

Date Task T
ra
in
in
g

M
ile
st
on

e

C
an
d
id
at
u
re

01/03/2009 Academic Conduct Essentials T C

08/03/2015 Enrollment

24/04/2015 GRS: Theses and Publications T

04/06/2015 GRS: Research Skills Workshop T

05/06/2015 Pawsey Supercomputer Training T C

22/06/2015 GRS: How to Write a Research Proposal T

16/07/2015 Library: Keeping Up to Date [with Literature] T

18/09/2015 Research proposal M

08/03/2016 Annual report Year 1 M

08/03/2016 Confirmation of candidature M

08/03/2017 Annual report Year 2 M

08/02/2018 Dissertation Draft submitted to supervisors

08/02/2018 Nomination of Examiners M

08/03/2018 Dissertation submitted for examination M

D.2. Confirmation of Candidature

The full list of confirmation of candidature tasks is included with the cover-sheet.

D.3. Working Hours

Inline with UWA Policy, and the conditions of the Australian Postgraduate Award, the candidate
will spend at least 30 hours per week, during normal office hours, within this proposed research
program.

E. Budget

The budget for this research program is detailed in Table 6. The most significant cost of
the project is the purchasing of a 2016 membership to the Linguistic Data Consortium. This
membership allows the obtaining of the vast majority of the LDC data-sets at no additional
cost. The piece-wise cost for the key data sets required for this research, Gigaword v5 and Penn
Treebank-3, would otherwise cost $6,000 and $1,500 respectively. As this is an institution wide
membership, it will also allow the group to obtain and update many other data-sets used for
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other projects. It was determined to obtain membership in the second year of the project, rather
than the first to ensure best utilization.

Description
Costs Source

Year 1 Year 2 Year 3 School GRS

Administrative and Research Costs
Workstation $1500 $0 $0 $1500 $0

Linguistic Data Consortium Membership $0 $2400 $0 $2400 $0

Training Costs
GRS/Library Seminars and Workshops $0 $0 $0 $0 $0

Statistics Training Course $0 $198 $0 $198 $0

Conference Attendance
Domestic: Flights, Registration, Accommodation $1500 $0 $1500 $3000 $0

International: Flights, Registration, Accommodation $0 $2000 $0 $150 $1850

Subtotal: $3000 $4598 $1500 $7248 $1850
Total: $9098

Table 6: Budget

F. Supervision

Principal & Coordinating Supervisor: Professor Roberto Togneri (40%)

• Directing overall research training program

• Provide expertise in spoken language systems, statistical signal processing and pattern
recognition.

• Reviewing research outputs

• Provide regular feedback, on both overall, and current subproject progress

Co-Supervisor: Dr Wei Liu (40%)

• Provide expertise in natural language processing, and the conventions of publication in the
field.

• Reviewing research outputs

• Provide regular feedback, on both overall, and current subproject progress

Co-Supervisor: Winthrop Professor Mohammed Bennamoun (20%)

• Provide expertise in machine learning, particularly in deep neural systems

• Reviewing research outputs

• Provide regular feedback, on both overall, and current subproject progress
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